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Abstract

It is a central tenet in the literature on organizational change that firms need to 
explore novel courses of action in order to adapt and survive. Should firms thus 
exhibit a “pro-innovation bias” when evaluating novel decision alternatives? Or should 
firms rather assess new opportunities as objectively as possible? Our analysis of a 
simulation model suggests that a pro-innovation bias can have exploration-enhanc-
ing effects that increase long-run performance in complex and stable environments, 
but can also decrease performance substantially if the bias becomes too pronounced. 
However, under most other conditions, an unbiased, objective evaluation of novel 
opportunities is most effective. We also identify a set of contingency factors that 
strongly affect the value of a pro-innovation bias, which may explain why it is that we 
see so few firms with such a bias.
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1	I ntroduction

It is a central tenet in the literature on organizational change that firms need to foster 
exploration to ensure their long-term adaptation and survival (Nelson and Winter (1982); 
Eisenhardt and Tabrizi (1995); Teece, Pisano, and Shuen (1997); Benner and Tushman 
(2003)). Otherwise, exploration may be driven out by exploitation, and firms run the 
risk of ending up in a success, or competence, trap (March (1991); Levinthal and March 
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(1993)). Parts of this literature even seem to propagate the idea that exploration is desir-
able per se, and that embracing novel opportunities is generally superior to sticking with 
the status quo (as observed, e.g., by Sheth (1981); Van de Ven (1986); Sturdy and Grey 
(2003); Rogers (2005)). That is, they suggest that firms should seek to adopt a “pro-inno-
vation bias” to ensure sufficient exploration.

However, reality paints a different picture. Rather than proactively embracing new ideas 
and opportunities, the structures, processes, and tools that firms apply to evaluate novel 
ideas often suppress exploration systematically by letting firms perceive new ideas as less 
attractive than they actually are (Christensen, Kaufman, and Shih (2008)). Moreover, 
organizational decision makers often exhibit a systematic “status-quo bias” (Kahneman, 
Slovic, and Tversky (1982); Samuelson and Zeckhauser (1988); Gilovich, Griffin, and 
Kahneman (2002)), preferring the existing state of affairs over new alternatives, unless 
there are extremely compelling incentives to change. Consequently, history is replete with 
firms that missed attractive opportunities by sticking to their current solutions. 

This observation proposes a puzzle. If we assume that managers can affect how their orga-
nizations evaluate “the new” (Christensen, Kaufman, and Shih (2008)), then we must ask 
why firms often seem to exhibit a status quo bias when presented with the choice between 
the current state of affairs and the exploration of new opportunities. Given the above 
arguments, should firms not rather develop a pro-innovation bias, adjusting their evalu-
ation policies and processes in a way that systematically promotes rather than suppresses 
exploration? Or would it be preferable to always evaluate novel alternatives as objectively 
as possible? 

To address these questions, we build on the behavioral accounts of organizational decision 
making that envision firms as evolving through adaptive search, i.e., by generating and 
evaluating novel decision alternatives (Simon (1955); March and Simon (1958); Cyert 
and March (1963)). We develop a simulation model in which firms search for solutions 
to a set of interdependent choices that lead to performance (Levinthal (1997)). In doing 
so, firms differ in how they evaluate new opportunities (Knudsen and Levinthal (2007)), 
ranging from firms that possess a pro-innovation bias that makes it possible for them to 
overestimate the value of the new opportunities, to those with a status-quo bias that results 
in fresh opportunities being underestimated (Kahneman, Knetsch, and Thaler (1991))�. 
By controlling this evaluation bias we can systematically explore its impact on adaptation 
and performance. Although we are not the first to study the impact of imperfect deci-
sion making on adaptation (see, e.g., Denrell and March (2001); Knudsen and Levinthal 
(2007); Christensen and Knudsen (2010)), our study is the first to disentangle the effects 
of a systematic evaluation bias.

The analysis we perform in our model shows that contrary to what we might think, a 
slight pro-innovation bias can have exploration-enhancing effects that increase long-run 

�	 “Bounds” to or deviations from rationality can take a variety of different forms. In our study, we particularly focus 
on one deviation from rationality – systematic biases in the evaluation of new opportunities. Thus, in the context 
of our study, a “rational” evaluator would correctly anticipate the true value of an opportunity.
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performance in complex and stable environments, but may also decrease performance 
substantially if the bias becomes too pronounced. However, under most other conditions, 
an unbiased, objective evaluation of novel opportunities is optimal. 

Furthermore, we identify four contingency factors that strongly affect the value of having 
a pro-innovation bias, which may help explain why it is that we see so few firms with 
such a bias: (1) the complexity and turbulence of the task environment, (2) the breadth of 
organizational search, (3) the degree of managerial control over the implementation and 
execution of a firm’s evaluation process, and (4) the selection pressures that firms face.

Our study is structured as follows: In Section 2 we review prior research. In Section 3 we 
describe our model, and in Section 4 we present the results of our simulation experiments. 
Section 5 discusses our findings and concludes.

2	 Prior Research

2.1	 Organizational Exploration and Adaptation

Innovation is one of the primary ways in which organizations adapt to their environ-
ment (Nelson and Winter (1982); Eisenhardt and Tabrizi (1995);  Teece, Pisano, and 
Shuen (1997); Benner and Tushman (2003)). Without exploring new ideas, organizations 
are likely to prematurely embrace suboptimal solutions (March (1991)). Hence, how 
to sustain a sufficient level of exploration has been considered a primary organizational 
challenge (Holland (1975); March (1991); Levinthal and March (1993)). But it is also a 
well-established finding that strategies that overemphasize exploration are also suboptimal, 
since firms that follow these strategies tend to be too erratic and thus suffer the costs of 
experimentation without gaining many of its benefits (Kanter (1988); March (1991)). 
Thus it has become a basic tenet in organization theory and strategic management that 
firms must balance the exploration of new ideas with the exploitation of old certainties 
(Holland (1975); March (1991)).

Achieving this balance requires two key processes that shape organizational exploration 
and adaptation: an effective process for generating decision alternatives, and an effective 
process for selecting among these alternatives (March (1991)). The latter process is the 
focus of our study. Prior research along these lines has investigated how organizational 
structures differ in terms of their ability to prevent evaluation errors (Sah and Stiglitz 
(1996); Christensen and Knudsen (2010)), or has focused on the costs and benefits of 
errors (Knudsen and Levinthal (2007)) or on the lack of precision when firms evaluate 
new alternatives (Denrell and March (2001)). This body of research has shown that the 
potential benefits of imperfect evaluation processes stem from the fact that imprecision 
and uncertainty can induce additional exploration, which in turn can lead to a better 
balance between exploration and exploitation. This argument is consistent with March’s 
(2006) assertion that organizations have to introduce “some elements of foolishness.” But 
in doing so, this line of research focuses primarily on nonsystematic errors in the evalua-
tion process. At the same time, we know from experimental economics that many devia-
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tions from objective decision making “are too widespread to be ignored, too systematic to 
be dismissed as random errors” (Kahneman and Tversky (2000, 210)). In a similar vein, 
Cyert and March (1963)) argue that organizations often suffer from predictable biases 
rather than random errors. In our model, we extend this line of inquiry by disentangling 
the effects of firms that have a systematic evaluation bias either in favor of “the new” or 
against it.

2.2	 Expected Impact of a Systematic Evaluation Bias

Research on organizational change has repeatedly highlighted the difficulties of (incum-
bent) firms to adapt to technological change (Henderson and Clark (1990); Christensen 
(1997)). The notion that individuals and organizations fail to embrace new opportunities 
has been discussed in different streams of the literature under a variety of labels such as 
“anti-innovation bias” (Christensen, Kaufman, and Shih (2008)), “organizational inertia” 
(Hannan and Freeman (1984)), “status quo bias” (Samuelson and Zeckhauser (1988)), 
“reluctance to change” (McGrath (1997)), “program persistence bias” (Williamson 
(1975)), or the “not invented here syndrome” (Katz and Allen (1982)). Although diverse 
in their theoretical foundations, these contributions all concur in the observation that for 
many organizations, the well-known and relatively risk-free current strategies and practices 
often appear to be more attractive than exploring the unknown and potentially risky deci-
sion alternatives. Furthermore, these studies unanimously agree that such a bias for the 
status quo comes at a cost. For example, organizations with a status-quo bias may develop 
“core rigidities” (Leonard-Barton (1992)) or get caught in “competency traps” (Levitt and 
March (1988)). Although their focus on current strategies, technologies, knowledge, and 
capabilities may enable these firms to reap immediate profits, it will eventually foster stag-
nation and leave the firms vulnerable to market and technological changes. Anecdotally, 
the press routinely documents the failure of formerly prominent firms such as Polaroid, 
DEC, PanAm, RCA, Sears, and Bethlehem Steel (Sull (2005)), whose decline is often 
attributed to the development of an exploration-suppressing culture that made them inert 
and unable to change. Further, a long-standing debate is concerned with the question of 
whether organizations can adapt at all. The most pessimistic perspective argues that orga-
nizations are largely inert and thus ultimately fail (Hannan and Freeman (1984); Hannan 
and Carroll (1992)). This body of research suggests:

Proposition 1: 	 A status-quo bias has negative effects on the performance of organiza-
tional exploration and adaptation.

The idea of a bias in favor of the new, i.e., of organizations that prefer novel decision 
alternatives over their status quo, thereby overestimating the value of the new (“new means 
better, old is worse”), has rarely been discussed explicitly in the organizational literature. 
Still, there is some evidence that such decisions can be found in various organizational 
contexts. For example, there are numerous firms that cut their costs by outsourcing or 
offshoring parts of their operations. Many of these firms often grossly overestimate the 
savings that outsourcing can deliver, so the literature abounds with discussions of organi-
zations that reintegrated functions that had been outsourced (Tadelis (2007)). In contrast, 
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when it comes to the performance implications of a pro-innovation bias, prior work is 
less consistent. Most research points to a positive effect, arguing that firms in innovation-
driven environments can only achieve high performance, and, ultimately, survive, if they 
manage to persistently adapt and change (D’Aveni (1994); Brown and Eisenhardt (1997)). 
Similarly, the literature on search and adaptation suggests that a pro-innovation bias may 
inflate an organization’s expectations on the value of adopting a novel alternative, i.e., of 
deviating from the status quo. Inflated expectations can, in turn, encourage exploration 
and may lead to a better balance between exploration and exploitation (Sutton and Barto 
(1998)). 

In an entrepreneurial context, being overly optimistic may be an important antecedent to 
entrepreneurial activity, i.e., to the exploratory efforts that give rise to new organizations, 
and ultimately, to new products and services (Lowe and Ziedonis (2006)). For example, 
when comparing their current status as employees with the prospects of becoming self-
employed, (eventual) entrepreneurs often greatly overestimate the potential returns from 
their intended entrepreneurial activities (e.g., Hayward, Shepherd, and Griffin (2006)). 
Without this optimism, many potential entrepreneurs might refrain from their explorative 
activities, some of which do succeed. 

However, several studies have taken a somewhat different position. These studies criticize 
research on innovation as containing a “pro-innovation bias” (Rogers (1962); Rogers and 
Shoemaker (1971); Van de Ven (1986)), i.e., to assume or conclude that innovation is 
necessarily positive. Instead, these studies have argued that because firms tend to overes-
timate new decision alternatives, they often pursue ideas or adopt practices that turn out 
to be not only inefficient but also often hamper performance (Abrahamson (1991)). If 
organizations overemphasize the pursuit of new alternatives and ignore their own capa-
bilities, they can end up in an exploration (or failure) trap (e.g., Levinthal and March 
(1993)). Put differently, they run the risk of seeking new opportunities at the expense of 
today’s operations (Birkinshaw and Gibson (2004)), which can turn them to frenzies of 
experimentation and change by a dynamics of failure, i.e., failure that leads to search and 
change, which leads to failure, which leads to change and so on.

Hence, while some contributions suggest that a pro-innovation bias has dysfunctional 
performance effects, others are less pessimistic and emphasize the functional effects of such 
a bias. Our review of the above literatures points toward two opposing propositions: 

Proposition 2a: 	A pro-innovation bias has negative effects on the performance of orga-
nizational exploration and adaptation.  

Proposition 2b: 	A pro-innovation bias has positive effects on the performance of organi-
zational exploration and adaptation. 
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3	 Model

To accomplish our goal of studying the impact of an evaluation bias on the dynamics of 
organizational search and adaptation, we develop an agent-based simulation model (Macy 
and Willer (2002)). Decision-making agents are confronted with controlled environments. 
They are equipped with heuristics to react to their environment, and the resulting perfor-
mance is recorded over time. By varying the behavior of the agents and the structure of 
the environment, we systematically explore the impact and interdependence of the vari-
ables under consideration. Although this approach grants high degrees of freedom to the 
modeler, we follow an established tradition to develop simple yet insightful (and traceable) 
models (March and Simon (1958); Cohen, March, and Olsen (1972); Nelson and Winter 
(1982); Burton and Obel (1995)).

Computational models have gained broad popularity in studies of organizational adapta-
tion and learning (March (1991); Levinthal (1997); Gavetti and Levinthal (2000); Davis, 
Eisenhardt, and Bingham (2009)), particularly because such models allow a more rigorous 
analysis than does verbal discussion, forcing the modeler to make all underlying assump-
tions explicit. In contrast to algebraic approaches, computational models make it possible 
to incorporate a more comprehensive set of features into the analysis. Although they 
cannot yield “exact solutions” like closed-form modeling, computational models allow the 
researcher to model conditions under which closed-form approaches would be intractable. 
But most importantly, we are concerned with the question of how the search of organiza-
tional decision makers that have only bounded rationality is affected by an evaluation bias. 
Exploring the underlying dynamics of search can be easily achieved with computational 
models, whereas analytic models tend to be concerned with equilibria and not with the 
question of how, or whether, those equilibria will be attained. Hence, “[s]imulation is 
particularly useful when the theoretical focus is longitudinal, nonlinear, or processual, or 
when empirical data are challenging to obtain” (Davis, Eisenhardt, and Bingham (2007, 
481)) – all of which applies to the context of our question. 

Our model contains three components: a task environment that firms explore and to 
which they adapt, a process by which firms generate new decision alternatives, and a 
(biased) process of evaluating new alternatives. 

3.1	 Task Environment

We conceptualize firms as facing a set of interdependent decisions that determine firm 
performance (Porter (1996); Levinthal (1997); Siggelkow (2002)). For a firm to explore 
and adapt to its environment, its managers must make many decisions. For example, the 
manager of a manufacturing firm might have to decide about making her firm’s produc-
tion system more flexible, or whether to expand the firm’s product variety. Furthermore, 
many of these decisions interact with each other. The value of a flexible manufacturing 
system, for instance, increases as a firm increases its product variety. 
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In the model, each firm must resolve N decisions a1, a2, …, aN. Without loss of 
generality, we assume that each decision is binary. For instance, a1 might denote the 
decision to increase product variety (a1 = 1) or not (a1 = 0). Thus, a firm faces 2N 
possible configurations of choices, each of which can be represented by a binary vector  
a = (a1, a2, …, aN).

In computational studies of firms as complex adaptive systems, it is common to inter-
pret the payoffs to configurations of interdependent choices as performance landscapes 
(Levinthal (1997); Rivkin (2000)). A performance landscape consists of N “horizontal” 
dimensions, which are the N decisions that the firm needs to make; and one “vertical” 
dimension, which denotes the corresponding performance of each configuration. Thus, a 
performance landscape represents a mapping of each configuration a (each “point” on the 
landscape) to a performance value V(a) (the “height” of the particular point).

We create performance landscapes with a variant of the NK model (Kauffman (1993); 
Kauffman (1995)) – stochastically, yet in a well-controlled manner. Although the NK 
model was created in evolutionary biology, it has been applied to a number of organiza-
tional issues (e.g., Levinthal (1997); Rivkin (2000); Baumann (2010)). In the NK model, 
each decision ai is assumed to make a contribution ci to the performance V(a) that a firm 
receives from a particular configuration of choices a. The contribution ci of each decision 
ai not only depends on how ai is resolved (0 or 1), but also on how K other decisions 
(a–i) that interact with ai are resolved. Hence, K controls the degree of interdependence 
between the decisions. When K = 0, all decisions are independent, and the performance 
contribution of each decision depends only on how the decision itself is resolved. In this 
case, the performance landscape is smooth and contains only a single peak. In contrast, if 
K = N – 1, the value of each decision depends on how all other decisions are resolved. 
The landscape is now rugged, exhibiting numerous local peaks. The identity of the K 
decisions a-i that influence the value of each decision ai is determined randomly for each 
decision variable. Particular values for all possible ci’s are determined randomly by drawing 
from a uniform distribution over the unit interval, i.e., ci(ai; a-i) ~ u[0;1]. We calculate 
the value V(a) of a given set of choices a as the average of its N performance contribu-
tions, i.e., V(a) = [c1(a1; a-1) + c2(a2; a-2) + … + cN(aN; a-N)] / N. 

Hence, the landscape metaphor allows an intuitive representation of organizational search 
and adaptation: subject to its configuration of choices a, a firm inhabits a particular point 
on the performance landscape. The firm searches for improvements to its current situa-
tion by identifying and evaluating alternative configurations, i.e., it tries to move uphill 
and reach high points on the performance landscape, configurations of choices that create 
high performance. 

Although the landscape is supposed to remain stable throughout this process, we also 
consider the notion of turbulent environments. Here, the landscape undergoes “corre-
lated” shocks in periodic intervals. In particular, once we create a landscape, every ten 
periods we replace each contribution value ci by 0.2*ci + 0.8*u, where u is a new draw 
from a uniform distribution over the unit interval.
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3.2	 Generation of Alternatives

In each period, each firm considers one alternative ã that differs in one decision from 
its status-quo set of choices a. Thus, if the firm is currently at 1000 (assuming N = 4), 
it would have four alternatives available: 1001, 1010, 1100, and 0000. For instance, a 
product manager might consider different ways of modifying her firm’s product portfolio. 
Among the N possible alternatives, the manager picks one at random. This procedure for 
generating alternatives that are similar to the current configuration of choices represents 
a strategy of local search, which is a central feature in both theoretical (March and Simon 
(1958); Cyert and March (1963); Nelson and Winter (1982)) and empirical accounts 
(Stuart and Podolny (1996); Rosenkopf and Almeida (2003)) of organizational deci-
sion making and adaptation. According to this body of work, cognitive bounds prevent 
managers from coming up with radically innovative ideas, i.e., with alternative configura-
tions that differ in many dimension from the status quo. (In Section 4.3, we relax this 
assumption and explore how our findings are affected if the bounds on managers’ ratio-
nality are less severe, i.e., if they can tweak multiple dimensions of their current alternative 
to come up with a different configuration of choices.) 

3.3	 Evaluation of Alternatives

Subsequently, the firm needs to evaluate the newly identified alternative ã. Ideally, this 
process would proceed as follows: if the firm finds that the alternative denotes a perfor-
mance improvement, i.e., if V(ã) > V(a), then it will adopt the alternative and move from 
point a to the nearby point ã on the landscape. But if the firm finds that the value of ã 
is lower than or equal to the value of the firm’s current alternative (V(ã) ≤ V(a)), then 
the firm will discard the alternative and remain on its current “spot” on the landscape, 
generating another local alternative in the next period. 

However, we assume that this evaluation process is affected by the firm’s evaluation bias 
α. We assume that rather than perceiving the actual value V(ã) of a new alternative, a 
firm is biased for or against fresh ideas, which translates into the firm perceiving a biased 
value V(ã) + α. Hence, if α < 0, then the firm will systematically underestimate the 
true value of any new alternative. Doing so would imply that the firm’s status quo is more 
attractive to it than any alternative that is objectively superior by an amount of up to α. 
If, in contrast, α > 0, then the firm will systematically overestimate new alternatives and 
is therefore considered to posses a pro-innovation bias. Thus, even alternatives that are 
objectively inferior to the status-quo set of choices will, up to a difference of α, appear 
preferrable to the firm. 

We assume that despite having a biased perception of potential decision alternatives, the 
firm learns about the true (i.e., objective) value of a new alternative after it adopts it�. 
This modeling assumption reflects the fact that cognitive, “offline” evaluations of new 

�	 In our model, since we are primarily concerned with the implications of a bias in evaluating new alternatives, this 
updating process occurs instantaneously.
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alternatives are often more crude and less reliable than are experiential, “online” learning 
processes (Gavetti and Levinthal (2000)). 

Once a firm has implemented a configuration and has learned that it cannot be further 
improved by any local alternative, the search ends. In this case, the firm has reached a local 
peak on the landscape. (A local peak is a configuration of choices a with V(a) > V(ã) for 
all ã that differ from a in one decision.) Because interdependencies between the different 
decisions result in rugged landscapes (Kauffman (1993); Levinthal (1997)), there are many 
internally consistent configurations, i.e., local peaks, that may act as “competency traps” 
(Levinthal and March (1981); Levitt and March (1988)) and terminate a firm’s adaptive 
search. 

4	R esults

To study how the biased evaluation of novel decision alternatives affects exploration and 
adaptation, we place firms that differ in their evaluation bias α onto random points of 
our stochastically generated performance landscapes. We then let the firms search for 
500 periods, by which time either they all reach a local peak or converge to an ultimate 
performance level. We measure the performance of each firm relative to the global peak in 
each landscape, i.e., firm performance is 1.0 if the firm reaches the global peak. To ensure 
that performance differences are characteristic of the model and that they do not result 
from any stochastic effects, we repeat each experiment for 5,000 different landscapes and 
calculate the average performance for each type of firm across all landscapes. 

4.1	 Biased Evaluation That Boosts or Restricts Exploration

In our first experiment, we study the general implications of an evaluation bias on a 
firm’s performance in the short, medium, and long run (Figure 1). To do so, we assume 
a stable environment of medium complexity (K = 5). When we apply a short-term 
perspective, we find an inverted u-shaped relation that is roughly symmetric around  
α = 0. Hence, because both biases yield similar performance penalties, firms that evaluate 
new alternatives in an objective manner outperform those that over- or underestimate 
new options. Precise evaluators make only correct decisions rather than running the risk 
of missing some (objectively) good alternatives (as they would if they had a status-quo 
bias) or of adopting some (objectively) inferior alternatives (as they would if they had a 
pro-innovation bias), which induces them to adapt efficiently and achieve performance 
improvements quickly.
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Figure 1:	 Baseline result
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This figure reports the average firm performance in the short, medium, and long run over 5,000 stable land-
scapes with N = 8 and K = 5. Firms differ in their evaluation bias (α).

In contrast, in the medium to long run, the relation between the (biased) evaluation 
of new alternatives and firm performance becomes nontrivial. Although the relation 
remains an inverted u-shape, it is now asymmetric and skewed to the right. Hence, an 
objective evaluation no longer represents the optimum. Instead, a slight pro-innova-
tion bias yields a long-term performance that is significantly higher than if a firm were 
a perfect evaluator. But if the bias becomes too great, then the resulting performance 
drops are severe.

To examine the effects that drive these results, we consider the individual performance 
development of two representative firms with different degrees of α. A firm that is 
evaluating alternatives in a fully objective manner (α = 0) either makes a performance-
improving decision or remains at its current performance level. Since this firm can 
perfectly discriminate between better and worse alternatives, it will only change if an 
alternative yields a real performance advantage. In contrast, a firm with a slight pro-
innovation bias sometimes overestimates decision alternatives that in fact have a slightly 
lower performance advantage than does the status-quo set of choices. Although they set 
out to make a performance-improving change, these firms experience a slight perfor-
mance drop after adopting the new alternative. This behavior implies that the firm 
will not always climb the nearest local peak on the performance landscape. Instead, by 
overestimating and implementing some slightly worse alternatives, it will go downhill 
temporarily, but by doing so it increases its chances of not getting stuck on lower local 



Pro-Innovation Bias

sbr 63 October 2011  393-415	 403

peaks and thus can move towards the foothills of higher peaks that it could not reach 
without these seeming mistakes. In contrast, a perfect evaluator will never make a down-
ward movement but will instead climb the next-best local peak.

Thus, we ask why it is that Figure 1 shows that only positive α values in a certain range 
increase long-run performance, but higher levels of α lead to steep performance drops. 
This result is driven by how a biased evaluation affects a firm’s search behavior. In Figure 2, 
we report four measures that shed light on the underlying dynamics.

Figure 2:	 Effects of the evaluation bias on the dynamics of search
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A: Degree of exploration (in %) B: Required time to outperform an objective evaluator 

C: Fraction of firms that reach global peak  (in %)  D: Performance if not on global peak

Panel A reports the fraction of all different performance contributions (ci) that a firm evaluates during its 
search. Panel B reports the time required by a firm with a pro-innovation bias to outperform a firm that evalu-
ates alternatives fully objectively. Panel C reports the percentage of firms that eventually end up on the global 
peak. Panel D reports the performance of those firms that do not reach the global peak. Firms differ in their 
evaluation bias (α). All values are averages in period 500 over 5,000 stable landscapes with N = 8 and K = 5.
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As argued above, a slight pro-innovation bias may let a firm move up and down the landscape 
rather than only upward. As Panel A shows, this behavior results in broader search, i.e., in a 
higher number of alternatives that are screened by the firm. In consequence, Panel C shows 
that the chances increase that a firm identifies the global peak rather than only an average local 
peak. In addition, in Panel D, even if the firm does not reach the global peak, it will, on average, 
still exhibit a higher performance. However, if a firm’s pro-innovation bias is too large, and thus 
overly exploration-promoting, e.g., if α > 0.1, the firm will implement too many bad alter-
natives; it will have difficulty improving its performance, instead moving aimlessly across the 
landscape. A slight pro-innovation may help a firm reach an above-average peak by disrupting 
the firm’s hill-climbing efforts and making it move downward at times, but if the exploration-
promoting effect becomes too large, then it is extremely difficult for the firm to keep track of 
the “right” direction. Because this firm overestimates a large fraction of the potential alternatives 
it encounters, it explores very broadly (Panel A), but it cannot reap the benefits of this explora-
tion (Panels C and D). In other words, although the firm implements good alternatives, it has 
difficulties sticking to them, because its biased evaluation makes various other alternatives so 
appealing that the firm is again drawn away from its better choices. Nevertheless, Panel B shows 
that the additional time to outperform a fully objective evaluator significantly increases as a firm’s 
pro-innovation becomes larger. In sum, Figure 2 illustrates how the power and pitfalls of a pro-
innovation bias can either boost exploration to a healthy degree or result in an exploration trap. 

4.2	 Effects of Environmental Complexity and Turbulence

Our baseline case had assumed a complex, stable environment. But now we ask how envi-
ronmental complexity and turbulence moderate the impact of the evaluation bias on firm 
performance. Figure 3 compares the long-run performance in both simple and complex 
environments (white and black dots, respectively) that are either stable (solid lines) or 
turbulent (dotted lines). 

This figure reports the average firm performance in the long run (period 500) over 5,000 
landscapes with N = 8 and different levels of task interdependence (K). Environments are 
either stable or turbulent. In turbulent environments, a “correlated” shock occurs every 10 
periods, and each contribution value ci is replaced by 0.2*ci + 0.8*u, where u is a new draw 
from a uniform distribution over the unit interval. Firms differ in their evaluation bias (α).

Figure 3 shows an inverted u-shaped relation in all cases. In simple, stable environments  
(K = 0), and in contrast to our baseline result in Section 4.1, objective evaluation yields 
the highest performance. The reason perfect evaluators now outperform firms with a slight 
pro-innovation bias is that simple environments result in smooth, rather than rugged, 
performance landscapes. Given such environments, even precise evaluators that engage in 
simple hill-climbing will reach the global peak. Firms with a pro-innovation bias also get 
close to the global peak, but because they overestimate alternatives with a similar, but infe-
rior, performance, they do not always stick with the global peak once they have reached it, 
thus resulting in a slightly lower performance. Furthermore, in simple environments, turbu-
lence does not affect the optimal approach, the unbiased evaluation. However, performance 
suffers because the environment changes before the firm can sufficiently explore it.
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Figure 3:	 Effects of environmental complexity and turbulence
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The case of a complex, stable environment repeats the experimental setting in Section 
4.1. However, if we introduce turbulence into complex environments, we find that firms 
that evaluate new alternatives in a fully objective manner (α = 0) achieve the highest 
performance. The reason for this difference is that similar to a short-run perspective in a 
stable environment, the ongoing shifts in the environment are best addressed by increasing 
performance in the most efficient manner. Thus, a pro-innovation bias leads to lower 
performance, because the environment shifts before the benefits of the higher levels of 
exploration that the bias entails can be reaped. 

4.2	 Effects of the Breadth of Search 

In Figure 4, we explore the interdependence between a firm’s processes of generating alterna-
tives and of evaluating them. In the analyses above, firms generated alternatives by modi-
fying only one dimension of the current alternative, what we called the “local search”. Now, 
we assume that when generating new decision alternatives, organizations can search more 
broadly and modify more than one dimension simultaneously. (We note that the variable 
“search radius” denotes the number of the N dimensions that the organization might experi-
ment with simultaneously.) In doing so, we again assume a complex and stable environment, 
the setting in which we should observe a beneficial effect of a pro-innovation bias.
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Figure 4:	 Interdependence of alternative generation and alternative evaluation
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This figure reports the average firm performance in the long run (period 500) over 5,000 stable landscapes 
with N = 8, K = 5. Firms differ in their evaluation bias (α) and in their search radius.

Our general finding remains robust. A slight pro-innovation bias is optimal even if the 
firm can come up with more radically different alternatives. However, Figure 4 also indi-
cates a moderation effect: the optimal level of α is decreasing with the breadth of search. 
This result is due to the fact that although a slight pro-innovation bias can induce a 
healthy degree of additional exploration, the rate of exploration is already higher than 
in our benchmark case, and firms need to make more precise evaluations if they are to 
avoid becoming too explorative. Clearly, the more broadly a firm can search, the more 
objectively it should evaluate the alternatives that its search turns up. 

4.3	 Effects of Managerial Control over the Evaluation Process

In the analyses above, we assumed that a firm’s management has no problems in imple-
menting and maintaining the structures, processes, and tools that are associated with a 
particular evaluation process. We now relax this assumption. First, we assume that managers 
may have difficulties implementing the desired evaluation process. Specifically, we assume 
that there is a random, normally distributed deviation ε between the intended bias and the 
bias that is actually implemented. Hence, ε = 0 characterizes our baseline case. A deviation 
occurs for ε ≠ 0, so firms that intend to implement α will instead implement α + ε.
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Figure 5: 	 Implications of an imprecise implementation of the evaluation bias
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This figure reports the average firm performance in the long run (period 500) over 5,000 stable landscapes 
with N = 8, K = 5. Firms differ in their imprecision (ε) when implementing a desired evaluation bias (α) in the 
first period, i.e., they implement α + ε instead of α.

Figure 5 shows that not being able to perfectly implement the intended evaluation bias 
comes at a cost, especially if the intended bias is close to the optimum. For very poorly 
performing evaluation biases, deviations are either costless (for α < –0.1) or may even 
create some value (for α > 0.1). But most importantly, what denotes the optimal bias 
depends on management’s ability to implement the intended bias. For highly capable 
managers or managers who exert strong control over the implementation, the optimal 
evaluation bias in environments of moderate complexity has a positive alpha value. In 
contrast, when ε ≠ 0, i.e., when managers are less capable or exert less control over the 
implementation, the optimal evaluation bias gradually moves towards α = 0 as ε gets 
larger. 

However, management is probably responsible not only for controlling the implementa-
tion of the evaluation process, but also its execution. In Figure 6, we explore the effect 
of a lack of managerial control in the execution process, i.e., when firms have difficulties 
maintaining a chosen evaluation bias over time. We note that technically, this perspective 
means that ε is now redrawn from a normal distribution in each period. When there is 
imperfect implementation, ε is only drawn once in t = 0 for each replication.
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Figure 6: 	 Implications of an imprecise execution of the evaluation bias
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This figure reports the average firm performance in the long run (period 500) over 5,000 stable landscapes 
with N = 8, K = 5. Firms differ in their imprecision (ε) while executing a desired evaluation bias (α), i.e., they 
implement α + ε instead of α, with ε being randomly drawn in each period.

On average, varying the lack of managerial control in the execution of the evaluation 
process has no major effect on the highest-possible performance. Instead, for all levels of 
control, the maximum performance ranges between 0.94 and 0.96, but the type and level 
of the evaluation bias (α) that result in this performance vary dramatically. Indeed, for 
low levels of control (high ε), the evaluation bias that yields the highest performance may 
even become negative. This result arises because, depending on the level of control over 
the execution process, different evaluation biases will induce the sporadic, slight overesti-
mation of new alternatives. These are the choices that prove most beneficial by increasing 
exploration to a healthy degree, and which, over time, result in higher performance.
 

4.4	 Effects of Environmental Selection Pressures

The analyses above establish that a slight pro-innovation bias results in the highest long-
run performance in complex and stable environments, when managers search locally, and 
when they have full control over the implementation and execution of the evaluation 
process. Given these findings, we might conclude that if managers are interested in long-
run survival and performance, they should adopt such a bias. However, if organizations 
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face selection pressures, then firms with this particular evaluation bias may not survive to 
reap the advantages of a pro-innovation bias. 

In Figure 7, we report the survival chances of organizations with values of α that in the long 
run are either optimal (a high-performing pro-innovation bias), fully objective, or subop-
timal (a low-performing status-quo bias). In t = 0, we generate a population in which 
these three types of organizations are equally likely. In the left-hand panel of Figure 8, 
we report their share in the surviving firms if the lowest-performing 1%, 50%, 95%, or 
99% of all firms are deselected in the short run (t = 20). The right-hand panel reports 
the according result for the long run (t = 200). 

Figure 7: 	 Impact of the selection environment
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This figure reports, for selection regimes of different strength, the share of surviving firms given that selection 
occurs in the short run (period 20) or the long run (period 200). Firms differ in their evaluation bias (α). In the 
first period (t = 0), one third of the population of firms evaluates new alternatives fully objectively (α = 0), one 
third has a pro-innovation bias (α = 0.12), and one third has an anti-innovation bias (α = –0.12), respectively. 
All numbers are averages over 5,000 stable landscapes with N = 8, K = 7.

If selection occurs in the short run (t = 20), then organizations with an evaluation bias 
that is optimal in the long run are more likely to be deselected than are firms with a bias 
that is less suited to the long run. The reason is that short-term selection favors objective 
evaluators over firms with a pro-innovation bias, which may yield a long-term advantage 
but temporarily result in high-variance performance trajectories. We illustrate this feature 
of exploration-promoting evaluation processes in Figure 8. The figure reports the indi-
vidual performance history of two firms, one of which is a fully objective evaluator and 
with the other of which has a slight pro-innovation bias.
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Figure 8: 	 Performance variation for a single run
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This figure reports the individual performance development of two firms on a single stable landscape with  
N = 8, K = 5. The two firms differ in their evaluation bias (α).

If we were to refer back to Figure 7, we might expect that given their considerably better 
performance in the long run, firms with a pro-innovation bias come to dominate the 
population if selection occurs rather late in time, particularly in the presence of an 
extremely strong selection regime. However, although the surviving firms that possess a 
pro-innovation bias clearly outnumber both the objective evaluators and the firms with a 
status-quo bias, they never completely dominate the population; firms with a suboptimal 
evaluation bias still have a considerable chance to survive. The reason is that optimal 
organizational biases are associated with both a higher average performance and a higher 
variance in performance. In a population of organizations, organizations with extremely 
high and low performance are thus disproportionally characterized by an optimal bias. 
These low-performing organizations are very likely to be deselected.

5	D iscussion and Conclusion

In this study, we have examined how systematic biases in the evaluation of new alterna-
tives affect the ability of organizations to adapt to their environments. Our analysis was 
motivated by a puzzle: if, as certain studies on organizational change suggest, organizations 
should benefit from a pro-innovation bias, then why would organizations fail to adopt a 
more efficient evaluation strategy? A parsimonious simulation model allowed us to discuss 
three potential answers to these questions.
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The first answer could be that the conjecture is simply incorrect, and that there is no 
value in having a pro-innovation bias (Rogers (2005)). However, our results indicate that 
just the opposite is true. We find that a slight pro-innovation bias can yield a consider-
able performance advantage in many circumstances, for instance, in medium to highly 
complex, stable environments, when long-term considerations matter, and when firms 
search locally. This result arises because a slight pro-innovation bias can trigger a firm 
to search more broadly and identify better solutions by implementing some alternatives 
that temporarily decrease performance but later help the firm identify better solutions. In 
contrast, a pro-innovation bias that is overly pronounced will render the search process 
inefficient and result in an exploration trap. 

The second possible answer to our question might be that although the predicted relation 
is fully valid, it might be hard to detect empirically or be otherwise obscured (Siggelkow 
and Rivkin (2009)). Certainly, because of the asymmetric relation between the strength 
of a pro-innovation bias and the resulting organizational performance, an empirical inves-
tigation looking for an inverted u-shaped pattern might conclude that having no bias at 
all, i.e., evaluating new ideas correctly, denotes the optimal adaptation strategy. Even if 
based on empirical samples that are not subject to a survival bias, unless researchers are 
deliberately searching for an asymmetric relation, statistical analyses can thus lead to the 
wrong conclusions. Moreoever, our study shows that the positive performance effects of 
a pro-innovation bias are highly contingent on a number of internal and external factors, 
which could make them hard to detect statistically in a random sample of firms. 

The third possible answer suggests that there are barriers that prevent organizations from 
achieving or securing a beneficial pro-innovation bias. In this context, our results are 
consistent with two arguments from prior research. One is that a status-quo bias can be 
a consequence of organizational learning, because the tendency to reproduce successful 
actions comes at the cost of underestimating unknown alternatives (Denrell and March 
(2001)). The other argument is that because innovation-seeking firms can exhibit high-
variance performance trajectories, their survival rates decrease in the sense that firms may 
be deselected in the short run, even though their long-run performance might be superior 
(Levinthal and Posen (2007)). We extend these arguments by showing that even in the 
absence of learning and selection, trying to achieve a beneficial evaluation bias involves a 
high risk, partly because of its asymmetric performance implications and partly because 
its value is highly contingent on the complexity of the environment. Therefore, firms will 
in most cases be better off erring on the side of a conservative pro-innovation bias or even 
an anti-innovation bias.

Our study considers several other facets. First, it provides insights on the performance 
implications of deviations from rationality in the context of organizational search. We 
show that once an agent deviates from the assumptions of rationality (for example, 
in the sense that the agent is very limited in the number of alternatives that he can 
generate), or is trying to meet all other assumptions (such as a fully objective evalua-
tion of the newly-generated alternatives) this divergence will no longer lead to the best 
outcome (see also Lipsey and Lancaster’s (1956)) theory of the second best). Instead, if 
one assumption is not met, violating other assumptions may actually be performance-
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increasing. As a result, firms that have a biased evaluation process, but that commit 
systematic errors in evaluating new alternatives, may even outperform firms with unbi-
ased evaluation processes. If an organization can generate high levels of variety, its 
evaluation skills should be similarly well developed. In the extreme case, i.e., when an 
organization is a global searcher, any bias in the evaluation of alternatives would have 
negative performance consequences. 

This interdependence between processes of alternative generation and evaluation also has 
managerial implications. Consider the case in which an organization has identified the 
optimal level of a pro-innovation bias subject to its ability to generate alternatives. It 
may now seek to further strengthen its ability to adapt to its environment by increasing 
the number of alternatives it generates. Perhaps this step to becoming closer to being 
omniscient has positive performance implications. However, our results suggest that if 
the evaluation bias remains unchanged, then performance actually suffers. Similarly, if, to 
become more rational, the organization tries to reduce its pro-innovation bias, then perfor-
mance will suffer if the firm does not simultaneously increase the number of alternatives 
it generates. Instead, if an organization does not wish to experience negative performance 
consequences, then both abilities must co-evolve. 

Our study also points to the managerial challenges of becoming more rational. Ideally, a 
perfectly rational organization would consider every alternative in its analysis and would 
have no bias in its assessment. However, human decision makers are bounded in their 
ability to generate alternatives and to evaluate these alternatives objectively. Yet the attempt 
to become more rational is not accompanied by consistent increases in performance. 
Clearly, an organization with a smaller search radius can be considered less rational than 
an organization with a higher search radius. At the optimum level of evaluating alterna-
tives, increasing the search radius can have severe negative performance consequences. 
Similarly, becoming less biased in the evaluation of new alternatives (while leaving the 
search radius constant) can hamper performance. However, with a pro-innovation bias 
that is at less than the optimal level, becoming more rational in terms of alternative 
generation can significantly increase performance. Thus, these interdependencies may also 
explain why most organizations “prefer” a pro-innovation bias that is below its optimal 
level. Decreasing the extent of deviation from perfect rationality does not always increase 
performance, and it may become more attractive for organizations to stick to their local 
optimum of imperfect rationality.

We also expand the work on search in complex systems (Rivkin and Siggelkow (2007)). 
When it comes to exploration, the pitfalls of local search in complex systems are widely 
accepted. Since trade-offs between the different elements of a complex system result in a 
highly rugged performance landscape, firms that are searching locally may become trapped 
on low local peaks. Our results indicate that a pro-innovation bias may denote a helpful 
antecedent to exploration. Overestimating some (objectively) inferior alternatives affects 
the perceived ruggedness of the landscape. Thus, a firm might perceive the landscape as 
“neutral” (Huynen, Stadler, and Fontana (1996)) or even turn valleys into mountains, 
creating networks that induce movement on the landscape, thus letting the firm muddle 
through towards better solutions.
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